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We show how to generate case-based explanations
for non-case-based learning methods such as
artificial neural nets or decision trees. The method
uses the trained model (e.g., the neural net or the
decision tree) as a distance metric to determine
which cases in the training set are most similar to the
case that needs to be explained This approach is
well suited to medical domains, where it is important
to understand predictions made by complex machine
learning models, and where training and clinical
practice makes users adept at case interpretation.

1. Introduction

When machine learning is used in medical domains,
usually it is important that the models that are learned
are able to explain their reasoning. Models that
cannot explain their reasoning make it harder for
users to understand and verify the model, determine
when the model's reasoning is in error, and learn
ftom the model. Models that cannot explain their
reasoning are less likely to be accepted by users.

One of the advantages of case-based methods such as
k-nearest neighbor [1] is that case-based methods can
explain their reasoning by presenting to users the
cases in the case-base (the training set) that are most
similar to a new case that needs to be explained. This
allows users to assess the quality of the model's
prediction by applying their own expertise to the new
case while also seeing relevant empirical data from
the training set.

Learning methods such as artificial neural nets or
decision trees sometimes yield better predictive
accuracy than case-based methods. Unfortunately,
neural nets and large decision trees are relatively
opaque; their complexity makes their reasoning
difficult to understand and evaluate. This poses a
serious obstacle to using these methods in medicine.

We present a method that allows case-based
explanation to be applied to models that are not
themselves case-based. The method uses the trained

model (e.g., the neural net or the decision tree) as a
distance metric for k-nearest neighbor. The cases in
the training set that the trained model considers most
similar to the case needing explanation are returned
as the model's explanation for that case.

In Section 2 we briefly review case-based learning
methods such as k-nearest neighbor. In Section 3 we
review how to provide explanations for case-based
methods. In Section 4 we highlight the difficulty of
providing explanations for non-case-based methods
such as artificial neural nets or large decision trees.
In Section 5 we show how to sidestep this difficulty
by using non-case-based models such as neural nets
or decision trees as a distance metric for case-based
explanation. The strengths and weaknesses of this
approach are discussed in Section 6.

2. Case-Based Learning

Consider a training set consisting ofN training cases,
1 NX . .X Each of the training cases X can be treated

as a vector consisting of M input features X 1-X'M,
and a label (outcome) Y'. The input features are the
input measurements for each patient such as age,
gender, blood pressure, and white blood cell count.
The label (outcome) Y' can be discrete or continuous.

The principal goal in case-based reasoning is to use
the cases in the training set to predict an outcome
Ytest for a test case from the M input features for that

test tstest case, X 1-XtestM. The basic assumption made
by case-based methods is that similarity in input
features correlates with similarity in outcomes.

Nearest neighbor (a.k.a. 1-nearest neighbor-lNN) is
one of the simplest case-based methods. INN finds
the case in the training set whose input features are
most similar to the input features of the test case, and
returns as a prediction for that test case the outcome
from that most similar case. Similarity in the input
features is measured using a distance metric defined
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on those input features. One of the simplest distance
metrics is unweighted Euclidean distance:

Euclidean Distance (A,B) = Sqrt (I 1 (X4i- X5) 2)

In unweighted Euclidean distance, the distance
between two cases A and B. is the sum of the squared
differences between each of the M input features
taken one at a time. More complex distance metrics
such as weighted Euclidean distance, which weights
each input dimension with a weight Wi, often yield
somewhat better performance, though learning what
weights to use for each input dimension can be
difficult [2].

INN searches through the training set to find the one
training case closest to the test case, and returns its
label as the prediction for the test case. INN is
effective if there is little noise in the input features
and output labels, and if the training sample is large.
It is less effective when there is noise in the input
features or labels, or when the training set is small.

A generalization of INN that often yields improved
performance is k-nearest neighbor (KNN). KNN
uses the same distance metrics as INN to find the K
training cases closest to the test case. The prediction
KNN returns for the test case is the majority label of
these K nearest neighbors (or a weighted average of
the K labels if it is a continuous prediction problem).

3. Case-Based Explanation

Case-based learning methods do not learn a model
that can be used independent of the training set.
Instead, they use the training set and distance metric
to make predictions. This is quite different from non-
case-based methods such as artificial neural nets or
decision trees which train a model (the neural net or
decision tree) on the training set, and then use only
that model to make predictions for new test cases.
The training set is ignored once the model is trained.

Because case-based methods do not discard the
training set, and determine which cases in the training
set are similar to the test case, a natural way to
explain predictions made by case-based methods is to
present the similar cases in the training set to the
user. This approach to explanation accomplishes two
things. It explains the distance metric used by the
case-based method by showing the user what cases
the method considers to be most similar to the test
case. And it explains the prediction the case-based
method makes by presenting to the user the outcomes
of cases similar to the test case.

Because medical training and practice emphasizes
case evaluation, most medical practitioners are adept
at understanding explanations provided in the form of
cases. The user can apply their own expertise to
judge how similar the selected training cases are to
the test case, and how the outcomes in the training set
might influence the decision for that test case.

4. Explaining Non-Case-Based Methods is Harder

Providing explanations for predictions made by non-
case-based machine learning methods such as
artificial neural nets (ANNs) or decision trees (DTs)
is more difficult. The problem is that most machine
learning methods discard the training set after the
model has been trained, using only the learned model
to make predictions for new test cases. In order to
understand the model's predictions, one has to
understand that model.

Understanding a neural net, or a complex decision
tree, can be difficult. A typical ANN contains
thousands of real-valued parameters that interact in a
complex, and intentionally non-linear, way. Trying
to understand an ANN model is exceedingly difficult
and is the subject ofmuch active research [3].

Decision trees usually are easier to understand than
ANNs because decision trees contains fewer real-
valued parameters, use input features one at a time,
and because decision tree splits are more intelligible
than the weighted sums of inputs passing through
non-linear squashing functions as in ANNs. Large
decision trees, however, can be nearly as
unintelligible as ANNs. For example, decision trees
trained to recognize chess end positions can grow so
large that no human can understand them or verify
their correctness [4]. Similarly, decision trees we
trained to predict Cesarean section sometimes contain
more than 1000 leaf nodes. These trees are too
complex to easily be understood or verified by
human experts.

One advantage decision trees have over ANNs is that
each case is classified into a single leaf node in the
tree. The sequence of feature tests on the path to the
leaf node can be presented to the user as a rule.
Many rules generated this way, however, are
complex enough, and appear unnatural enough, that
to understand the rule the expert needs to understand
the alternate paths in the decision tree. The user may
not need to understand the entire tree in order to
understand the prediction made for one case, but in
practice they often need to understand a significant
fraction of the decision tree, and this can be difficult.
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5. Using the Learned Model as a Distance Metric

If the artificial neural nets and decision trees trained
with machine learning are unintelligible to users, how
can we safely employ them in critical applications
such as health care? One approach is to focus not on
understanding the models themselves, but on
understanding the predictions the models make.
With case-based methods, practitioners often are
satisfied with explanations that consist of cases that
the model judges to be most similar to the test case.
Practitioners might be satisfied with similar
explanations for ANNs and DTs.

Consider the artificial neural net shown in Figure 1.
This net is trained to predict pneumonia mortality
from 65 demographic, history, physical, and hospital
measurements [5]. The ANN has 65 inputs, 64
hidden units, and one output, for a total of 4,289
weights. The complexity of the ANN makes it
difficult to understand the model and the predictions
it makes.

Pn e iarm o n
KAM

~~~t ~~ouoUnit

64Hi dbnUn i t

t?thatt totfatF 65 npdtUn i
Demographic, Hist ry Hosp Ai Itab
and Phs cilAtt buis Tes Resul t s

Figure 1. Artificial Neural Net to Predict Pneumonia
Mortality Using the Available Measurements

The hidden units in an ANN are internal features that
the net learns as it is trained. All of the information
from the inputs that the net uses to make predictions
at its output passes through the hidden units. The
pattern of activation on the hidden layer indicates
how the ANN models a case applied to its inputs.

If we record the pattern of activation at the hidden
units for each case in the training set, we can
compare the patterns of activation for the training
cases with the hidden unit activation for a new case
that needs to be explained. The cases in the training
set that have patterns of hidden unit activation most
similar to a test case that needs explaining are the
cases in the training set that the ANN model
considers most similar to the test case.

We can judge similarity in the pattern of hidden unit
activation by applying Euclidean distance to the
hidden unit activations. Small Euclidean distance
between hidden unit activations suggests that the
cases are modeled similarly by the ANN. By keeping
the training set after the ANN is trained, and
presenting those training cases to the user that have
hidden unit activation similar to the test case, we can
explain the ANN's reasoning for that test case with
the same method used for case-based methods.

A similar method can be applied to decision trees.
Decision trees do not have hidden units, but they do
provide a strong indication of which training cases
they consider similar to a test case. In a decision tree,
all cases that end up in the same leaf node are treated
the same by the tree. By keeping the training set
after the decision tree is trained, and returning to the
user the training cases in the leaf node where the test
case that needs explaining ends up, we can explain
the decision tree's reasoning for that test case. The
decision tree acts as a distance metric that identifies
cases in the training set with zero "decision tree"
distance to the test case.

6. Discussion

Using the learned model as a distance metric for
case-based explanation shows the user the cases in
the training set most similar to the case being
explained from the model 's point-of-view. The user
does not learn how the model reasons internally, but
the user does see what the consequences of the
model's internal reasoning are.

One might be tempted to use Euclidean distance on
the input features, instead of on the learned model, to
provide explanations. (In other words, one might be
tempted to use regular case-based explanations for
predictions made by a non-case-based method.)
While this might be effective at explaining the
training set to the user, it does not help the user
understand the predictions of the model trained on
that training set that is making the predictions. For
example, the trained model might ignore (or provide
little weight to) some input features, while giving all
or most of the weight to other input features. Using
Euclidean distance on the input features as the
distance metric for explanation, instead of using the
machine learning model, fails to capture how the
trained model uses the features. To explain what the
model has learned, we must use the model in the
distance metric.
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When generating case-based explanations for ANNs,
weighted Euclidean distance can be used to insure
that the hidden units that are most important to the
net's prediction at its output receive more weight in
the distance metric. The weights for the weighted
Euclidean distance metric can be estimated from the
output layer of the ANN. A large positive or
negative connection from the output to a hidden unit
suggests that the hidden unit is important to the net's
prediction, whereas a connection strength near zero
indicates that the hidden unit is not important to the
net's predictions. Somewhat more accurate weights
can be estimated by also taking into account the
average activation of the hidden units.

One consideration when applying case-based
explanation to non-case-based methods is how many
cases to return to the user. If the model being
explained is a decision tree, returning more cases
than available at the leaf node may be misleading:
cases from other leaf nodes are different to the tree.
It is safest not to return more cases than available at
the leaf node unless the user requests them.

More often, the problem when explaining decision
trees is that there are too many cases available at the
leaf node to give to the user. Which of the available
cases do we return when there are too many? One
approach is to return two sets of cases from the leaf
node. One set is the cases at the leaf node that are
most similar to the test case as measured by
Euclidean distance on the inputs. The other set is the
cases at the leaf node that are least similar to the test
case, also as measured by Euclidean distance on the
inputs. This allows the user to see the outcomes of
the cases most similar to the test case. But it also
allows the user to see the cases most different from
the test case that the model treats the same way, so
the user can judge the model's quality.

One disadvantage of applying case-based explanation
to non-case-based methods is that supplying cases to
the user does little to help the user understand the
model as a whole because the user gets explanations
for one prediction at a time. In the absence of an
effective way to help users understand the entire
model, this may be the best that can be achieved.

One might be tempted to dismiss machine learning
methods that yield unintelligible models. This would
be unfortunate, as some of the methods that learn the
least intelligible models yield the best performance
[5]. Complex models often are more accurate.
Applying case-based explanation to opaque non-case-
based machine learning methods is one approach for

using opaque models while still requiring that these
opaque models provide explanations.

We are evaluating the use of case-based explanations
with non-case-based learning methods in three
medical domains. The first is to provide explanations
for artificial neural nets trained to predict pneumonia
risk (such as the one shown in Figure 1) [5]. The
second is to provide explanations for decision trees
trained to predict Cesarean section. The third is to
provide explanations for a system that learns to
predict imaging protocols for stable patients before
they see their primary care physician.

7. Summary

Because medical training and practice emphasizes
case evaluation, most medical practitioners are adept
at understanding explanations provided in the form of
cases. We present a method that allows one to
provide case-based explanations for complex learned
models that are not themselves case-based. The
method uses the trained model (e.g., the neural net or
the decision tree) as a distance metric for k-nearest
neighbor. The cases in the training set that the trained
model considers most similar to the case needing
explanation are returned as the explanation for that
case. We are evaluating this method of applying
case-based explanation to non-case-based learning
methods in three different medical domains.
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